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* ML VIEin Particle Astrophysics
~ A few StauiSHes = Gamma Astronomy’
- Whatiis MIC2RERVAEINS differences = Nuetrino

between ML ;i | T
and traditional pregfa ming e T
~ ML vs. DL. Mathemati Al basis of |  Artificial mtelllgence VS Human brain

DL T
« ANN .

- Classification of ML (with/wothput

adviser) - | _ | ' o
- ANN (CNN, GAN, ...)
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ML in other fields of physics

. Conclusmn




Machine Learning 1 690 000 000
Deep Learning 1 500 000 000

Convolutional Neural Network 45 100 000
Neutrino 12 300 000

ALL
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s : ]/ C..J-.ﬂ.' Lernlng :

* MachineleaininoNSENseneci
of artificial mEeJIJger Ce F\J) zip)el LLIGE
computer SCIENGE ihl |
focuses on rne ok ia an Mchineeamig e

that humaﬁsl art
improving |t§-acpura Y.

 Deep learnin subset of L P |
M Iearni.n which IS 1.95% 1960's 19705 1980°s 19905 2000's  2010's
essentially a neural network deep o
with three or more layers.

e - first machine learning, then
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What IS difference between ML
ciple icditional rogrammlng

. Theﬂf{i‘ ramga oarv\faan florzl
programig mc ano magmma
learning IS thHEWIGOIEMMInC
aims to answe 2\ roblem -
using a predefinged’set of rules Machine Learning:
or logic. In contrast machines
learning se to construct a
model or Iogﬁor the problems
by analyzing its input data and
answers.

llﬂl'

Traditional modeling:

model

M

‘Expected HG{ mputer
Result
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- V. 4§ Arnold “On the representa_@m el continuous functions of three
variables by supgerpositions of‘continuousftinctions of two variables” //
Mat. Sh., 48(90). (1959), 3—74 (http://mi.mathnet.ru/msh4884) :

« ANN is an universal @aprroximator
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Deep learning Example:
Shallow
Example: autoencoders
MLPs

Example:
Logistic

regression
Representation learning

Machine learning

Nov 14, 2022

Example:

Knowledge

bases

Regression

Clustering

CLASSIFICATION ( REGRESSION

CLUSTERING

Support Vector Linear Reg ression,
Machines

Fuzzy C-Means

Discriminant L SVR, GPR
Analysis

Hierarchical

e
[ K-Means, K-Medoids J
=N

s

Maive Bayes Ensemble Methods

NsurssTNslghborW ( Decision Trees

Gaussian Mixture

)
|
)

( Hidden Markev W

Modal

Mewral Metworks 1 [ Meural Networks

L
MNeural Metworks
\.
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LArtificial Neural Network ¢
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N

X &A.

i

N A\D
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* The structuré®af the artificial M'B‘M":‘(.“}g( 5
neuron was Inspired by the :

natural neuron In the brain.
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C pI’OCGSS

o .
.-q,....ll__

- LoSS Funchipny rne tinictiop tised tg esjiigglel e_x performance of-a model
with a ermr SEFOINVEIGNISIONIEXAMPIES IO the training dataset

* Weight In| | 43 HBINE procedure. by /which the initial Small random values
are assigneditc moe! e ghts att e-:iieglnnmg of the training process.
'i

- Batch Size. The™ wmf of example sed (0] estlmate the error gradient
before updatlng the modelp . |

* Learning RatemJihe amount.t
of the learnin rithm. -

 Epochs. The number of complete passes through the tralnlng dataset before
the training process is terminated.

each model parameter is updated per cycle
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FORWARD PROPAGATION N[ predicted) / Labely
Use of the parameters : ' value / \(true value_}__.__f

[Loss functinn]

Q)
L.O_
.,O.
ﬁ-o‘
=3
wi— ()0
Q
0
-Q
=,
O
1.,0

A
"l. _______________________

,»" Tunning the parameters
*,BACKWARD PROPAGATION
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lLess functions

.
™ '."'? 4 h? ' X ) o —fp(;r)lr..}gp[:r], if X is continous
A lossHUnRCHEINE GRENCIIE == =g NN
parametersyie ]'Hfi.d ic) i=1 ‘,‘?p(..r_.)logg_r{_.f_...)_, if X is discrete
quantify hew CIeSE rn'p,»u ars
neural network I jded
weight during the ralf 1inke

Process. -

KLP|Q) =Y pilx)

Problem e Activation Loss Function

Mean Absolute Error (L1 Loss): . Function

Mean Squared Error (LZ LOSS) . Regression Numerical Linear Mean Squared Error |

Cross-Entro py(ah Log loss) Ciassihcation Binary Sigmoid | Binary Cross Entropy
1 Classification Single Label, Multiple Class Softmax Cross Entropy

Relative Entropy(a.k.a | | _ |

Kullback—-Leibler diVérgence) : Classification Multiple Label, Multiple Class Sigmoid Binary Cross Entropy
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T T

ad Back propagation ™'

v s df(e)

de

c o Ldf(e)

Wy =Wy +770, ———
e

¥ L= 403 df,(e)
AWy = Way +1]0, ¥,

de
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Optimazers ‘ Q

: -";""_

HERGRMERIUNInERISHEqUIned in the compile() method.
[ERUyAIESAIErEntoptimizers that can be used:

.

+ The OplimiE&Is
For exan Je' er
~ SGDh_ g
v RMSpro
- Adagrad),
; Adadelta, '

- Adam, *
- Adamax, . :
- Nadam. : | : ' -l

clf19L
ds CU

1’:
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o B

ling,and overfitting @i_
| ki_.'“° Overfitting

- High variance and low bias

.

— The model is too complex

— The size of the training data

Underfitting Optimum Overfitting

Degree 1 Degree 4 Degree 15
MSE = 4 08e-01(+/- 4 25e-01) MSE = 4 32e-02(+/- 7.08e-02) MSE = 1.81e+08(+/- 5.42e+08)

—— Model —— Model
Fue function Fue function Tue function
e Samples e Samples e Samples

Generalization loss

Training loss

Model complexity
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Convolutional neural network

* A conyvolution isseiineal; Jr)eﬁrg'r]on thaiRvoelves: iliimetsl  [ulCiapachei

Neural Network Neural Network

the mulnﬁh@ o1l O] ij)e“)[ Weld FlisWyiir ifle Com_1 Cony_2 ReLU Scaton !

Convolution Convolution
Input, Much likEReRiaiONEIMEBIEINIEWO1H ciapraing U gy s i

valid padding 2x2) valid padding dropout)

Given that the tee rmjr]lje Wrb JESIgN .,\( rd:;'l o= —h A , - e o
dimensional inpUERHE ff]l]]l’]r)ljgsl_r 0)] . enyf N

performed betweentaniaiiay einplt data an-d a . ‘ R
two-dimensionaliarrayaeiawe;ghts, called a filier: e

Or a kernel -.‘q L i : INPUT n1 channels nl channels n2 channels n2 channels. \ E , / . 9

(28 x28 x 1) (24 x 24 xn1) (12x12x nl) (8 x8xn2) (4x4xn2) ““

OUTPUT

n3 units

DenseNet
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\‘@ri_ati_ _

- LoSs fUNGHGRNS L l\/L_)Jr'

* The Kullbz '<-Le]ble"?"
Divergence SCOICHOIRIKITNS
divergence scere; quantiies
how much ene preeiallity

distribution differs fron
another probalility
distribution.

D (PIIQ) = Z Pfr}fogﬁ

D (PIIQ) = | P(x)iogﬁdx

Input <---------ooooeeee Ideally they are identical.

XNX

Reconstructed
input

Bottleneck!
Encoder Decoder
9¢ fo

An compressed low dimensional
representation of the input.

Lag(0,0) =
m

IRpOgR«--------------------------- Ideally they are identical.

Probabilistic Encoder

q0(2[x)
u

o

Std. dev

z=p+o0e
e ~N(0,I)

X~ x

Sampled
latent vector

Autoencoder (VAE)

D — fo(gp(xP)))?

Probabilistic
Decoder

po(x|2)

An compressed low dimensional
representation of the input.
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* VAE pro\ q Qunoo
; Q00
smooth er*'z Aebb06O
transformatio
unlike GANS W

deal with classes.

They are bette
suited for *
continuous h

parameters such-as
energy.

B JEL R —— Ty, Wy, By O O g o U o) O O D LD
R BB — S Sy Oy U Uy Uy OO o 0 0 D LD
R R LI o ey g U g Ug Ug W0 U0 0
0.1 £ R W TR SRRV NN
0.36 Jr e S A Y R TR
0.55 FEEE RN TR SR S TR S S S
077 P N T T R SN
T -~ LDbDEBEES
1.41 - N NN NN N
SR~ 00000000
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Generative adversarial
=

llﬂl'

o o,

* The traiRife p gdur&'fr} GNSHO)

maximize tiENsIeLaINAsIND
making asmiStERERHISHTEINEWOIHS
corresponds tereNTIRNNEXSVG:
player game. '

* G and D are both'tie 1 20

b i
simultaneously. " . _
 Parameters for G are trained to Generator
minimize Iog(l-%))l and Ny d b) CGAN architecture
parameters for D'are trained to

minimize logD(x), following the
above two-player min-max game
with value function V(D,G).

m in 1111;5_-._1:{ V(D.G) =Eppy, () log D(xz)|+E..p. (2) log(l — D(G(=2)))].
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Amastly complete chart of

Neural Networks

1adial Basis Metwaork (RBF)

SO X

Sl
!
!
K
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C. Glasern Syl Q,S._%LJE o mNRE Al Sy W ”'
Deep learning regorzi fuciion of trig gl rIJrer GIEnEC energy
from in-ice radierEEIECIoREEEN/A mw- /rr V010 as/2205.15872

From abstract.
A large radio detector isietirently being constructed In Greenland
with the potential termeasure the first UHE neutiine, and an order-
of-magnitude more sensitive deteetoH !s e ig%planned With
lceCube-Gen2. For such; shallow radie’detecior stations, we
present an end-to- reconstruction of the neutrino energy and
direction using deeﬂural networks (DNNS) The DNN
determines the energy with a standard deviation of a factor of two
around the true energy, which meets the science requirements of
UHE neutrino detectors.
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A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE
neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two
around the true energy, which meets the science requirements of UHE neutrino detectors.

B HacTosiLee Bpems B FpeHnaHamnm CTpouTcs 60NbLUIOIN PaanofeTeEKTOP, KOTOPbIA MOXET M3MEpPSThL NepBoe

CBEPXBbICOKO3HEpreTuyeckoe HenTpuHo, a ¢ nomoLLbio IceCube-Gen2 nnaHupyeTcs co3aarb Ha Nopsaok bonee
4yBCTBUTE/IbHbIN AeTeKTop. AN Takux Hernybokux CTaHUnin pagnoneTekTopoB Mbl NpeacTaBiseM CKBO3HYHO
PEKOHCTPYKLUUIO S3HEPTUM N HanpasBleHUs HEUTPUHO C NCNOJIb30BaHNeM ry6okmnx HelpoHHbIX cetert (THC). DNN
onpeaensieT SHepruo co cTaHA4apTHbIM OTK/IOHEHWEM B fiBa pa3a OTHOCUTE/IbHO UCTUHHOW 3HEPruK, YTO
COOTBETCTBYET Hay4HbIM TpeboBaHMAM AeTeKTOPOB HeUTPMHO UHE.

A large radio detector is currently being built in Greenland that can measure the first ultra-high-energy neutrino,
and IceCube-Genz2 is planned to be an order of magnitude more sensitive detector. For such shallow radio
detector stations, we present end-to-end reconstruction of neutrino energy and direction using deep neural
networks (DNNs). DNN determines energy with a standard deviation of twice the true energy, which is in line
with the scientific requirements of UHE neutrino detectors.
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uage translation R_@

A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE
neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two
around the true energy, which meets the science requirements of UHE neutrino detectors.

BRIEERKEHREZE —EARERERAZE, BEURAIEE—(E UHE FfF, LHIEEstEfEMA IceCube-

Gen2 BE—AHRERNEEHAIRARE. HNERZEGERASEL, FFIERREMREHEE (DNN) 2H
THRHFRRENS ERREIRERE, DNNEERENZEESHEENME, WE UHE RRFRAISZHRSEE
Ko

A large radio detector is currently under construction in Greenland with the potential to measure the first UHE
neutrinos, and plans are underway to build an order of magnitude more sensitive detector using IceCube-Gen2.
For such shallow radio detector stations, we propose an end-to-end reconstruction of neutrino energy and
orientation using a deep neural network (DNN). The standard deviation of the energy determined by DNN is
twice the true energy, which meets the scientific requirements of UHE neutrino detectors.
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uage translation R_@

A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE
neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two
around the true energy, which meets the science requirements of UHE neutrino detectors.

s piss Jol oelad 48] g aiMiyy> (6 S (S aslS slas) W s ou UHE ¢ > (o cuwi i drulos 1381 CaanlSO st iy

elaxinl zd) IceCUbe-GeNn2. plasiuly lgalily iy gl adla) alels oliy sale) pais « alowall (5ol J) CaaSI) llamal dpnidly
divant) dyandl Sead) (DNNS). sa>5 DNN &2 Y dnalad) culdbiiad) (ols (il « dpiisd] Bl Sy ouis) Jolad s lire ol by a3l
g gl e casSd) UHE.

A large radio detector is being built in Greenland with the ability to measure the first UHE neutrino, and an order
of magnitude more sensitive detector is planned with IceCube-Gen2. For shallow radio detection stations, we
present a comprehensive reconstruction of neutrino energy and direction using deep neural networks (DNNSs).
DNN determines the energy with a standard deviation of a factor of two about the true energy, which meets the
scientific requirements of UHE neutrino detectors.
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e Decision
Making e

' Deep Learning : Deep Learning Al-based S ez
e s S o T : Learning-based
> (or Classical) ly| (o Classical) (or Classical) »  (or Classical) >
Perception and | High-Level Path Behavior Arbitration sy
: ) Motion Controllers
Localization Planning (low-level path planning)
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| Safety Momtor

Autonomons
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. étiéf' =
3 Camerra .,
- LIDAR. "8
- RADAR.

« Sensor data is fed
into deep neural
networks. The can
uses the result
neural networks t
predict the actions of
objects or vehicles
that are near Iit.

*
L

Nov 14, 2022 A.Kryukov. Lectures on Machine Learning at Irkutsk State University 30/61



> 4 _
- |ocalizalionielopiginiSNpiSEli=diVing cars calculate the
positienteiEeEREGHIOIftNE VenIcle as It na@guates —a

science Knownas Vistiall©@dometry (VO).
- - ?.r- il - i .
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Prediction
NI # 'vflc ;44- I -maklng

A%
':‘ [l

o) St
Xl e_reuor 1S 0 rlnveu Of cz_.lﬂ [Ians nearby.

afety.

. Predicoin
— ThiS/IS Ve, lmo,errlnr fOf

e

* |n order tormakera demsron-,.
the car should™ave. enough
information; so that it canisSelee
the necessaigjiset of actions.
Deep learningalgoerithms are”
used for localization and
prediction.
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age Translation

-

T?:"' L . J . -l":l < | z
b Han IE!__F]-U er, E_,] . ]m I ] ]_r The small bird has a red head with feathers that fade from red to gray from head to tai
. 3 w . 4 " -
2016 papeRpiieds StEErASYAS

]\J Stage-I |
Text to,Phot® JEglisue Jma,c QY e
Synthesis withFStacked
Generative 2 grgar 2l
Networks” demon ie the
use of GANS to generate —
realistic looki hotographs. ey
from textual riptions of |-
simple objects: Ilke birds and
flowers.

L[e
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operations
- building blocks of commonlyfs‘ed models

- online avallaleanlementatlons efimany (trained)
models

- tools for visualization | | = TensorFlow
— |ot’s of online tutorials and documentation =,
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lools for ML

. Differen ans"“' $- .
- dynamit (r)/Drc,'Q
(TensorEIow) gre);

— different Way C
parallelization™ | o

- PyTorch offers better *
developmefiisand debugging,,
experience 1

ySHStellics
. .
(:n

NAefinitic '.

relative search frequency

* PyTorch or TensorFlow is-a
guestion of taste oo — rse — pyore
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K

-

TensorFlow > r

PyTorch

Level of API

high—le\f-:el;ﬂ'\Pl1

Both high & low level APIs

Lower-level AP

Speed

Slow

High

High

Architecture

Simple, more readable and
concise

Not very easy to use

Complex’

Debugging

No need to debug

Difficult to debugging

Good debugging capabilities

Dataset Compatibility

Slow & Small

Fast speed & large

Fast speed & large datasets

Popularity Rank

1

2

3

Uniqueness

Multiple back-end support

Object Detection Functionality

Flexibility & Short Training
Duration

Created By

Not a library on its own

Created by Google

Created by Facebook”

Ease of use

User-friendly

Incomprehensive API

Integrated with Python language

Computational graphs used

Nov 14, 2022

Static graphs

Static graphs

Dynamic computation gra phs5
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high energy gamma radiation and
the morphology of these sources.
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. Telescopesﬁgect
Cherenkov radiation
created by the Extensive
Air Shower (EAS).
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40 20 20 1167 18 275,
000 000 000 7 0 6

User CNN 4182 58 4124 25 21 4,71

36 36 18
783 748 7

ResNet 36 783 36 748 18 279 1,07
GoogLeNet 36 783 36 748 19 262 1,16

* Right: R. Alfaro and et.al. Gamma/Hadron.Separation
with the HAWC Observatory // ArXiv: 2205.12188

30 13 0,94

2 5
(S}
TTTT

Y
T[T TTT

o o o
=]

Normalized amplitude

o
TTTI[ T T T[T

=

ol S’.{&ﬁ ] e | Tl | S

T 0.4 06 08 1
Qutput value of the Neural Network

Nov 14, 2022 A.Kryukov. Lectures on Machine Learning at Irkutsk State University




e’ GO sttrbon RESINE]

f Qurroer of WF‘U

=

Comcmled, IR thls cas

User CNN GoogLeNet GoogLeNet &

Image (31x31) Image \5/31)(31) ResNet blocks

ey
Convolutional layers 64 f., 5x5 + MaxPool (3x3 .
Inception block
| Sfilters:3x3 || L_64f :5x5 + MaxPool(3x3 | e4fIxl

R [ etttk (o 1, Mo G A
2 ResNet blocks (64 £
= I N L.
3 Reshet ICkS (128 1, Inception block
Dense layers X
[ 80neuwons ____J| LI ResNetblock (256 £ 3x3) Inception black

i P ResNet block(N f., n
[ 140newons ] AviPooljng(7x7) 192 £ 5x5 + MaxPool (3x3 esNet block(N £., nmxm)

L Zomewons N[ o[ 1024n +dropout(07
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nergy Spectrum reconstruction of only gamm
. guantesevents with different CNNs

200 000

Mono-mode Protons: 5-100 TeV
(100 000/ 100 000)

160 000/ 40 000 Gammas: 2-50 TeV

Energy spectrum reconstruction

== MC spectrum

+ User model: y? = 6028.0

-4 ResNet: ¥* = 1489.0
GoogleNet: y? = 3474.0
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»e

llHIl

. Gamma ray energy spectra. agp

a function dependiﬁg-
parameters (spot brightness, sjz__@a,
distance) and EAS characteristics™
(EAS maximum FEIght).

- Deep learning method: A custom
two-channel CNN (Stereo2) was
chosen.

o 2 - trai lt Imetl d
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Green- MC distribution
Blue — class 1-10 dist.

parts (about 3500 |
Each part was Conh%.ed a separate

class, information abe twhich was used|
on the training sample: B ‘

> When generati vents by the.trained
network, the sameinumber. of events of
each class was generated.

> Generation speed of about 5000 images
per Second . |ma‘;e e 800 1000 1200
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i ent modelling. (C)VAE '

= rlmolé “J Estiufeirec |AG o)z dimma events.

=
"

0 30 100 150 200 250 : 0 50 100 150 200 250 0 50 100 150 200 250 300 350 400
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Neutring X,erim__ents (JUNO) u;;,,

JUNO Physics O.verview B -

Supernova burst neutrino

Diffuse Supernova
Neutrino Background

(DShE) . Calibration
LS/Water
8 Filling room
Earth )
Magnetic Field
Huizhou NPP 5 N W o i
ST x = . shielding coils
« S Shen Zhex 4 Lufefig NPP - =,
Neutrino mass ordering ¥ A Daya 53y NPP : i 72 arer el Pool's height 44m
Neiping vt Central detector ‘ P 1D354m /7 Water depth 43.5m

Guang Zhou

Precise measurement of Kong \
L +
neutrino parameters : Steel‘ Structure
Nucleon decay Acrylic sphere +

53 km 3 [ 4 JULICH ,20kt Liquid Scin : : e %
‘orschungszentrum . ¢ . - - X .,18000 20" PMT+

"Yangjiang NPP - WS /A7 A 25000 3" PMT

Mitglied der Helmholtz-Gemeinschaft

Water pool diameter: 43.5m

Yellow: CD _
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T
“ype 1: CNN
cceuracey 83.0%

e+ e- discrimination, events uniform e+ e- discrimination, events uniform
2000

1400 BN positron : BN positron
2 1750
electron electron

1200
1500

1000
1250
00 1000

2 750

04 06 0.8 0 ; ) 2 04 06

e+ probability e+ probability

From: M.Gromov. Machine learning applications for JUNO
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JUNO: Vertex and Energy @
) Iow energy)

energy resolution by NN
12 / ndf 0.03909/4

é
)
=
Q
r&.

k.. W ' . 22N |pw 0.9998
uniform InNKER é-JeLJr Kinzile -e § ook | o S
1 . i I pt 0.8763 + 0.080086

p2 0+0.1398 |

___ energy reconstructed by traditional

energy and sigma rel: algorithm

[ J
D
)
—
Q
)
3}
)
Q)
2
S

events at eachidis
points

energy -

* No TTS, no daﬁoise . o =
* Vertex resolutiong’s.6cm@dMeV. C

Energy resolution: 2.88%

From: Yu Xu. Machine Learning methods for JUNO Experiment
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theortical physics

- L
r '
. P 4 e
~ T YN . r Neural networks and quantum field theory
LIeLfITLIfr] TI=21C o e
~td - -t ~ 1 - ; :

communications
physics

E
_M/ﬁ.nvn 1038/442005-07100755-5

Machine learning of phase transitions in nonlinear
polariton lattices

onian effective field
at many asym plotic neural ne

e ARTIFICIAL
| Eewm INTELLIGENC

Towards a new generation of parton densi with deep learni

MACHINE

QUANTUM
PHYSICS

‘Regular Attcle - Theoretieal Physics

el For he deter- and upgraded in the las|

function -

o Statisti caj;g hysics SR
transitions - T R

rimental data, the parametrication of PDFs

The marriage of the two fields may give
birth to a new research frontier that

- ZUDo 1 perturbative QCD,
& could transform them both.

achine leaming is a field of computer science th
Eiltors

sceks to build computers of discoveri
asiial prdici
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Nov 14, 2022

o' neurons, approximately

10" synapses per neuron

F

o« ,
The’'Brain: an Amazingly Efficient "Comp,ter" 7

&l 10 “spikes” go through each synapse per second on average

#10'° “operations” per second

M 25 Watts
» \Very efficient

M 1.4 kg, 1.7 liters

# 2500 cm?2
» Unfolded cortex

Categorical judgments, 140-190 ms

decision making

120-160 ms PMC

o

100-130 ms PFC

=——— To finger muscle
180-260 ms

victor command

Simple visual forms

edges, corners
r /

14'0'60 ms
14
60-80ms
- . — V4 < 50.70 ms
PIT
Intermediate visual
forms, feature
~ groups, etc.

High level object
descriptions,
faces, objects

~—————» To spinal cord
———160-220 ms

[Thorpe & Fabre-Thorpe 2001]
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Fast ProcessorsyToday

# Intel Xeon Phi CPU
» 2x10%? operations/secon
» 240 Watts
» 60 (large) cores
» $3000

@ NVIDIA Titan-Z GPU _
» 8x10' operations/second & e sl
» 500 Watts e S
» 5760 (small) cores

{.; 1
» $3000 ;

y -
L
& ‘*L

& Are we only a factor of 10,000 away from the power of the human brain?
» Probably more like 1 million: synapses are complicated

» A factor of 1 million is 30 years of Moore's Law
> 2045?
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- ML is ampeweriulliopl ioReEieRelialSisushysics:

3 erjr‘tl}lror rllmoulru farrriellizeel rasles, .
* For the taskiGiREIaSSIyiNUREVERISRUEEPNEAMINGYIGIVES a Ve good result in gamma—ray
astronomy* = = =~ . :
- Because of the SiroNg] suppression of ifproton events, neural networks are an important tool for
extracting of‘$19r_1 even over backgro
o e
* In the problem of restor ]( the energy spe CNN gives good results.

— Better result Is achleved in the aneous use of data from several Cherenkov
telescopes. Thegesults obtained in this mede are in good agreement with traditional methods
based on the H arameters. “

* Very good prospects for methods based on generative nelworks for event Simulation as an
alternative to Monte Carlo simulation.

- These methods make it pOSSIb|e to speed up the process of modeling good quality events
with correct statistics hundreds and thousands of times.
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The model contains an encoder function g(.) parameterized by ¢ and a decoder function

f(.) parameterized by 6. The low-dimensional code learned for input X in the bottleneck

layer is Z = gy(X) and the reconstructed input is X = fa(gp(x)).

- R —
Now the structure looks a lot like an autoencoder:

« The conditional probability pa(}i|z} defines a generative model, similar to the decoder

fs(x|z) introduced above. py(X|z) is also known as probabilistic decoder.

« The approximation function q,,(zp;) is the probabilistic encoder, playing a similar role
as gp(z|x) above.

Ideally they are identical.
x~x

Bottleneck!
Encoder Decoder
9¢ 7] 1 fe

An compressed low dimensional
representation of the input.
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Reconstructed
input




encoder

o () dy(2)

reconstruction loss = ||z — ||z = ||z — dy(2)|ly = ||z — d¢(paz + T2€)]|,
pe,or = eg(xz), €~ N(0,I)
similarity loss = KL Divergence = D (N (ptz,0.) || N(0,1))

loss = reconstruction loss + simularity loss
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