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Machine LearningMachine Learning
● A few statistics (2022)A few statistics (2022)

Google ArXiv,  astro-ph ArXiv, hep-ph
Machine Learning 1 690 000 000 423 138
Deep Learning 1 500 000 000 206 54

Convolutional Neural Network 45 100 000 186 29

Neutrino 12 300 000 1 079 1 480

ALL 20 508 10 141
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Machine LearningMachine Learning
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Machine LearningMachine Learning
● Machine learning is a branch Machine learning is a branch 

of artificial intelligence (AI) and of artificial intelligence (AI) and 
computer science which computer science which 
focuses on the use of data and focuses on the use of data and 
algorithms to imitate the way algorithms to imitate the way 
that humans learn, gradually that humans learn, gradually 
improving its accuracy.improving its accuracy.

● Deep learning is a subset of Deep learning is a subset of 
machine learning, which is machine learning, which is 
essentially a neural network essentially a neural network 
with three or more layers.with three or more layers.
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What is difference between ML What is difference between ML 
and traditional programmingand traditional programming

● The difference between normal The difference between normal 
programming and machine programming and machine 
learning is that programming learning is that programming 
aims to answer a problem aims to answer a problem 
using a predefined set of rules using a predefined set of rules 
or logic. In contrast, machine or logic. In contrast, machine 
learning seeks to construct a learning seeks to construct a 
model or logic for the problem model or logic for the problem 
by analyzing its input data and by analyzing its input data and 
answers.answers.
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Mathematical basis of DLMathematical basis of DL
● Hilbert's 13th problem (1900): is it possible to represent a function of Hilbert's 13th problem (1900): is it possible to represent a function of 

several variables as a superposition of functions of fewer variables.several variables as a superposition of functions of fewer variables.
– A. N. Kolmogorov, “On the representation of continuous functions of A. N. Kolmogorov, “On the representation of continuous functions of 

several variables as superpositions of continuous functions of one several variables as superpositions of continuous functions of one 
variable and addition” // Dokl. - 1957. - T. 114, issue. 5. - S. 953-956 variable and addition” // Dokl. - 1957. - T. 114, issue. 5. - S. 953-956 
(http://www.mathnet.ru/rus/dan22050)(http://www.mathnet.ru/rus/dan22050)

– V. I. Arnold, “On the representation of continuous functions of three V. I. Arnold, “On the representation of continuous functions of three 
variables by superpositions of continuous functions of two variables” // variables by superpositions of continuous functions of two variables” // 
Mat. Sb., 48(90):1 (1959), 3–74 (http://mi.mathnet.ru/msb4884)Mat. Sb., 48(90):1 (1959), 3–74 (http://mi.mathnet.ru/msb4884)

● ANN is an universal aprroximatorANN is an universal aprroximator
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Classification of ML methodsClassification of ML methods
● ML algorithmsML algorithms

– ClassificationClassification
– RegressionRegression
– ClusteringClustering
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Artificial Neural NetworkArtificial Neural Network

● The structure of the artificial The structure of the artificial 
neuron was inspired by the neuron was inspired by the 
natural neuron in the brain.natural neuron in the brain.
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Most common activation Most common activation 
functionsfunctions

● Most popular AFMost popular AF
–
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Training processTraining process
● Loss Function.Loss Function. The function used to estimate the performance of a model  The function used to estimate the performance of a model 

with a specific set of weights on examples from the training dataset.with a specific set of weights on examples from the training dataset.
● Weight Initialization.Weight Initialization. The procedure by which the initial small random values  The procedure by which the initial small random values 

are assigned to model weights at the beginning of the training process.are assigned to model weights at the beginning of the training process.
● Batch Size.Batch Size. The number of examples used to estimate the error gradient  The number of examples used to estimate the error gradient 

before updating the model parameters.before updating the model parameters.
● Learning Rate.Learning Rate. The amount that each model parameter is updated per cycle  The amount that each model parameter is updated per cycle 

of the learning algorithm.of the learning algorithm.
● Epochs.Epochs. The number of complete passes through the training dataset before  The number of complete passes through the training dataset before 

the training process is terminated.the training process is terminated.
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Training process: Gradienr Training process: Gradienr 
decentdecent
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Loss functionsLoss functions
● A loss function is one of the A loss function is one of the 

parameters required to parameters required to 
quantify how close a particular quantify how close a particular 
neural network is to the ideal neural network is to the ideal 
weight during the training weight during the training 
process.process.

● Mean Absolute Error (L1 Loss)Mean Absolute Error (L1 Loss)
● Mean Squared Error (L2 Loss)Mean Squared Error (L2 Loss)
● Cross-Entropy(a.k.a Log loss)Cross-Entropy(a.k.a Log loss)
● Relative Entropy(a.k.a Relative Entropy(a.k.a 

Kullback–Leibler divergence)Kullback–Leibler divergence)
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Forward and Back propagationForward and Back propagation
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OptimazersOptimazers
● The optimizer is another of the arguments required in the compile() method. The optimizer is another of the arguments required in the compile() method. 

For example Keras currently has different optimizers that can be used:For example Keras currently has different optimizers that can be used:
– SGD, SGD, 
– RMSprop, RMSprop, 
– Adagrad, Adagrad, 
– Adadelta, Adadelta, 
– Adam, Adam, 
– Adamax, Adamax, 
– Nadam.Nadam.
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Underfitting and overfittingUnderfitting and overfitting
● UnderfittingUnderfitting

– High bias and low variance High bias and low variance 
– The size of the training dataset used is not enough.The size of the training dataset used is not enough.
– The model is too simple.The model is too simple.
– Training data is not cleaned and also contains noise in it.Training data is not cleaned and also contains noise in it.

● Overfitting
– High variance and low bias 
– The model is too complex
– The size of the training data 
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Convolutional neural networkConvolutional neural network
● A convolution is a linear operation that involves A convolution is a linear operation that involves 

the multiplication of a set of weights with the the multiplication of a set of weights with the 
input, much like a traditional neural network. input, much like a traditional neural network. 
Given that the technique was designed for two-Given that the technique was designed for two-
dimensional input, the multiplication is dimensional input, the multiplication is 
performed between an array of input data and a performed between an array of input data and a 
two-dimensional array of weights, called a filter two-dimensional array of weights, called a filter 
or a kernel.or a kernel.

DenseNet
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Variational Autoencoder (VAE)Variational Autoencoder (VAE)
● Loss function is L=MSE+DLoss function is L=MSE+DKLKL

● The Kullback-Leibler The Kullback-Leibler 
Divergence score, or KL Divergence score, or KL 
divergence score, quantifies divergence score, quantifies 
how much one probability how much one probability 
distribution differs from distribution differs from 
another probability another probability 
distribution.distribution.
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Variational AutoencodersVariational Autoencoders

● VAE provides VAE provides 
smooth object smooth object 
transformation transformation 
unlike GANs which unlike GANs which 
deal with classes.deal with classes.

● They are better They are better 
suited for suited for 
continuous continuous 
parameters such as parameters such as 
energy.energy.



Nov 14, 2022  A.Kryukov. Lectures on Machine Learning at Irkutsk State University 20/61

Generative adversarial Generative adversarial 
networknetwork

● The training procedure for G is to The training procedure for G is to 
maximize the probability of D maximize the probability of D 
making a mistake. This framework making a mistake. This framework 
corresponds to a minimax two-corresponds to a minimax two-
player game.player game.

● G and D are both trained G and D are both trained 
simultaneously.simultaneously.

● Parameters for G are trained to Parameters for G are trained to 
minimize log(1-D(G(z)), and minimize log(1-D(G(z)), and 
parameters for D are trained to parameters for D are trained to 
minimize logD(x), following the minimize logD(x), following the 
above two-player min-max game above two-player min-max game 
with value function V(D,G).with value function V(D,G).
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Recurrent NNRecurrent NN
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Graph NNGraph NN
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ANN chartANN chart
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Success stories (non-Physics) Success stories (non-Physics) 
● Natural language translationNatural language translation
● Self-Driving CarsSelf-Driving Cars
● Artificial generated objectsArtificial generated objects
● Text-to-Image TranslationText-to-Image Translation
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● Natural language translationNatural language translation
C. Glaser, S. McAleer, S. Stjärnholm, P. Baldi, S. W. Barwick. C. Glaser, S. McAleer, S. Stjärnholm, P. Baldi, S. W. Barwick. 
Deep learning reconstruction of the neutrino direction and energy Deep learning reconstruction of the neutrino direction and energy 
from in-ice radio detector data // https://arxiv.org/abs/2205.15872from in-ice radio detector data // https://arxiv.org/abs/2205.15872
From abstract. From abstract. 
A large radio detector is currently being constructed in Greenland A large radio detector is currently being constructed in Greenland 
with the potential to measure the first UHE neutrino, and an order-with the potential to measure the first UHE neutrino, and an order-
of-magnitude more sensitive detector is being planned with of-magnitude more sensitive detector is being planned with 
IceCube-Gen2. For such shallow radio detector stations, we IceCube-Gen2. For such shallow radio detector stations, we 
present an end-to-end reconstruction of the neutrino energy and present an end-to-end reconstruction of the neutrino energy and 
direction using deep neural networks (DNNs). The DNN direction using deep neural networks (DNNs). The DNN 
determines the energy with a standard deviation of a factor of two determines the energy with a standard deviation of a factor of two 
around the true energy, which meets the science requirements of around the true energy, which meets the science requirements of 
UHE neutrino detectors.UHE neutrino detectors.
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● Natural language translationNatural language translation
● LangLang
En A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE 

neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such 
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction 
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two 
around the true energy, which meets the science requirements of UHE neutrino detectors.

Ru В настоящее время в Гренландии строится большой радиодетектор, который может измерять первое 
сверхвысокоэнергетическое нейтрино, а с помощью IceCube-Gen2 планируется создать на порядок более 
чувствительный детектор. Для таких неглубоких станций радиодетекторов мы представляем сквозную 
реконструкцию энергии и направления нейтрино с использованием глубоких нейронных сетей (ГНС). DNN 
определяет энергию со стандартным отклонением в два раза относительно истинной энергии, что 
соответствует научным требованиям детекторов нейтрино UHE.

Rev-
En

A large radio detector is currently being built in Greenland that can measure the first ultra-high-energy neutrino, 
and IceCube-Gen2 is planned to be an order of magnitude more sensitive detector. For such shallow radio 
detector stations, we present end-to-end reconstruction of neutrino energy and direction using deep neural 
networks (DNNs). DNN determines energy with a standard deviation of twice the true energy, which is in line 
with the scientific requirements of UHE neutrino detectors.
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● Natural language translationNatural language translation
● LangLang
En A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE 

neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such 
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction 
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two 
around the true energy, which meets the science requirements of UHE neutrino detectors.

Cn 目前正在格陵蘭建造一個大型無線電探測器，有可能測量第一個 UHE 中微子，並且正在計劃使用 IceCube-
Gen2 建造一個數量級的更靈敏的探測器。 對於這樣的淺無線電探測器站，我們使用深度神經網絡 (DNN) 提出
了中微子能量和方向的端到端重建。 DNN 確定能量的標準差為真能量的兩倍，滿足 UHE 中微子探測器的科學要
求。

Rev-
En

A large radio detector is currently under construction in Greenland with the potential to measure the first UHE 
neutrinos, and plans are underway to build an order of magnitude more sensitive detector using IceCube-Gen2. 
For such shallow radio detector stations, we propose an end-to-end reconstruction of neutrino energy and 
orientation using a deep neural network (DNN). The standard deviation of the energy determined by DNN is 
twice the true energy, which meets the scientific requirements of UHE neutrino detectors.
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● Natural language translationNatural language translation
● LangLang
En A large radio detector is currently being constructed in Greenland with the potential to measure the first UHE 

neutrino, and an order-of-magnitude more sensitive detector is being planned with IceCube-Gen2. For such 
shallow radio detector stations, we present an end-to-end reconstruction of the neutrino energy and direction 
using deep neural networks (DNNs). The DNN determines the energy with a standard deviation of a factor of two 
around the true energy, which meets the science requirements of UHE neutrino detectors.

Ar نيوترينو             أول قياس إمكانية مع جرينلاند في كبير لاسلكي كاشف إنشاء حالياً حيث        ،  UHE يجري من بترتيب حساسية أكثر لكاشف التخطيط ويتم
باستخدام  باستخدام               .IceCube-Gen2 الحجم واتجاهها النيوترينو لطاقة شاملة بناء إعادة نقدم ، الضحلة الراديوي الكشف لمحطات بالنسبة

العميقة   العصبية لأجهزة               DNN تحدد .(DNNs) الشبكات العلمية المتطلبات تلبي والتي ، الحقيقية الطاقة حول اثنين لعامل معياري بانحراف الطاقة
النيوترينو   عن .UHE الكشف

Rev-
En

A large radio detector is being built in Greenland with the ability to measure the first UHE neutrino, and an order 
of magnitude more sensitive detector is planned with IceCube-Gen2. For shallow radio detection stations, we 
present a comprehensive reconstruction of neutrino energy and direction using deep neural networks (DNNs). 
DNN determines the energy with a standard deviation of a factor of two about the true energy, which meets the 
scientific requirements of UHE neutrino detectors.
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Self-driving carSelf-driving car
● Perception Perception 
● LocalizationLocalization
● PredictionPrediction
● Decision Decision 

MakingMaking
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Self-Driving CarsSelf-Driving Cars
● PerceptionPerception

– CameraCamera
– LiDARLiDAR
– RADARRADAR

● Sensor data is fed Sensor data is fed 
into deep neural into deep neural 
networks. The car networks. The car 
uses the result of uses the result of 
neural networks to neural networks to 
predict the actions of predict the actions of 
objects or vehicles objects or vehicles 
that are near it.that are near it.
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LocalizationLocalization
● Localization algorithms in self-driving cars calculate the Localization algorithms in self-driving cars calculate the 

position and orientation of the vehicle as it navigates – a position and orientation of the vehicle as it navigates – a 
science known as Visual Odometry (VO).science known as Visual Odometry (VO).
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Prediction Prediction 
and decision-makingand decision-making

● Predict the next actions of drivers or pedestrians nearby.Predict the next actions of drivers or pedestrians nearby.
– This is very important for road safety.This is very important for road safety.

● In order to make a decision, In order to make a decision, 
the car should have enough the car should have enough 
information so that it can select information so that it can select 
the necessary set of actions. the necessary set of actions. 
Deep learning algorithms are Deep learning algorithms are 
used for localization and used for localization and 
prediction. prediction. 
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Artificial generated objectsArtificial generated objects
● Generate Generate 

Photographs of Photographs of 
Human Faces.Human Faces.
Tero Karras, et al.  Tero Karras, et al.  
“Progressive Growing “Progressive Growing 
of GANs for Improved of GANs for Improved 
Quality, Stability, and Quality, Stability, and 
Variation”Variation”
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Text-to-Image TranslationText-to-Image Translation
● Han Zhang, et al. in their Han Zhang, et al. in their 

2016 paper titled “StackGAN: 2016 paper titled “StackGAN: 
Text to Photo-realistic Image Text to Photo-realistic Image 
Synthesis with Stacked Synthesis with Stacked 
Generative Adversarial Generative Adversarial 
Networks” demonstrate the Networks” demonstrate the 
use of GANs to generate use of GANs to generate 
realistic looking photographs realistic looking photographs 
from textual descriptions of from textual descriptions of 
simple objects like birds and simple objects like birds and 
flowers.flowers.
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Tools for MLTools for ML
● Mainly used Python libraries: PyTorch, Mainly used Python libraries: PyTorch, 

TensorFlow+KerasTensorFlow+Keras
● PyTorch and TensorFlow havePyTorch and TensorFlow have

– easy GPU implementationeasy GPU implementation
– automated gradient computation for various automated gradient computation for various 

operationsoperations
– building blocks of commonly used modelsbuilding blocks of commonly used models
– online available implementations of many (trained) online available implementations of many (trained) 

modelsmodels
– tools for visualizationtools for visualization
– lot’s of online tutorials and documentationlot’s of online tutorials and documentation
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Tools for MLTools for ML
● Differences:Differences:

– dynamic (PyTorch) vs. static dynamic (PyTorch) vs. static 
(TensorFlow) graph definition(TensorFlow) graph definition

– different ways of different ways of 
parallelizationparallelization

– PyTorch offers better PyTorch offers better 
development and debugging development and debugging 
experienceexperience

● PyTorch or TensorFlow is a PyTorch or TensorFlow is a 
question of taste question of taste 
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Tools for MLTools for ML



Nov 14, 2022  A.Kryukov. Lectures on Machine Learning at Irkutsk State University 38/61

Physicds applicationsPhysicds applications
● Gamma astronomy (TAIGA)Gamma astronomy (TAIGA)
● Neutrino physics (JUNO)Neutrino physics (JUNO)
● TheoryTheory
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Gamma astronomyGamma astronomy
● Scientific problem: determination Scientific problem: determination 

and study of sources of high-and study of sources of high-
energy (energy of the order of tens energy (energy of the order of tens 
of TeV) gamma radiation.of TeV) gamma radiation.

● Measurement of the flux, energy Measurement of the flux, energy 
spectrum, direction of arrival of spectrum, direction of arrival of 
gamma rays helps to understand gamma rays helps to understand 
the mechanisms of generation of the mechanisms of generation of 
high energy gamma radiation and high energy gamma radiation and 
the morphology of these sources.the morphology of these sources.
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TAIGA-IACTTAIGA-IACT
● TAIGA-IACTs are located TAIGA-IACTs are located 

in The Tunka valley of the in The Tunka valley of the 
republic Buryatia. Three republic Buryatia. Three 
telescopes have been telescopes have been 
installed and are installed and are 
operating.operating.

● Telescopes detect Telescopes detect 
Cherenkov radiation Cherenkov radiation 
created by the Extensive created by the Extensive 
Air Shower (EAS).Air Shower (EAS).

TAIGA-IACT
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Traditional image processing Traditional image processing 
methodmethod

● Hillas parameters – Hillas parameters – 
description of the image description of the image 
by an ellipse with certain by an ellipse with certain 
parameters.parameters.
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Classification of primary Classification of primary 
particlesparticles

● Upper: TAIGA-ACTUpper: TAIGA-ACT
● Right: R. Alfaro and et.al. Gamma/Hadron Separation Right: R. Alfaro and et.al. Gamma/Hadron Separation 

with the HAWC Observatory // ArXiv: 2205.12188with the HAWC Observatory // ArXiv: 2205.12188
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CNN architecturesCNN architectures
● For an adequate comparison, ResNet and GoogLeNet were simplified in For an adequate comparison, ResNet and GoogLeNet were simplified in 

such a way that the number of weight coefficients for CNN networks such a way that the number of weight coefficients for CNN networks 
approximately coincided. In this case, their number is ~2 millions.approximately coincided. In this case, their number is ~2 millions.
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Energy spectrum reconstruction of only gamma Energy spectrum reconstruction of only gamma 
quanta events with different CNNsquanta events with different CNNs

Set Total events 
(gamma/proton)

Train/validation 
separation Energies

Mono-mode 200 000
(100 000 / 100 000) 160 000 / 40 000 Protons: 5-100 TeV

Gammas: 2-50 TeV
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Gamma ray energy spectra. Gamma ray energy spectra. 
DL vs. Hillas parametersDL vs. Hillas parameters

● A comparison was made on a A comparison was made on a 
sample consisting of gamma rays sample consisting of gamma rays 
with an energy of 25-200 TeV.with an energy of 25-200 TeV.

● Traditional energy recovery method: Traditional energy recovery method: 
for each telescope, approximation by for each telescope, approximation by 
a function depending on some Hillas a function depending on some Hillas 
parameters (spot brightness, size, parameters (spot brightness, size, 
distance) and EAS characteristics distance) and EAS characteristics 
(EAS maximum height).(EAS maximum height).

● Deep learning method: A custom Deep learning method: A custom 
two-channel CNN (Stereo2) was two-channel CNN (Stereo2) was 
chosen.chosen.
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IACT event modelling.(c)GANIACT event modelling.(c)GAN
▶ Conditional GANConditional GAN
▶ During training, all events were sorted During training, all events were sorted 

by energy and divided into 10 equal by energy and divided into 10 equal 
parts (about 3500 events per each). parts (about 3500 events per each). 
Each part was considered a separate Each part was considered a separate 
class, information about which was used class, information about which was used 
on the training sample.on the training sample.

▶ When generating events by the trained When generating events by the trained 
network, the same number of events of network, the same number of events of 
each class was generated.each class was generated.

▶ Generation speed of about 5000 images Generation speed of about 5000 images 
per second per second 

Green- MC distribution
Blue – class 1-10 dist.
Red – sum of class dist.
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IACT event modelling. (c)VAEIACT event modelling. (c)VAE
● Examples of simulated IACT gamma events.Examples of simulated IACT gamma events.

MC
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Neutrino experiments (JUNO)Neutrino experiments (JUNO)



Nov 14, 2022  A.Kryukov. Lectures on Machine Learning at Irkutsk State University 49/61

JUNO: e+/e- descriminationJUNO: e+/e- descrimination
Type 1: FCNNType 1: FCNN
Accuraccy 87.5%Accuraccy 87.5%

Type 1: CNNType 1: CNN
Accuraccy 83.0%Accuraccy 83.0%

From: M.Gromov. Machine learning applications for JUNO
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JUNO: Vertex and Energy JUNO: Vertex and Energy 
Reconstruction (low energy)Reconstruction (low energy)

● Training data sample: 2M e + Training data sample: 2M e + 
uniform in the detector, kinetic uniform in the detector, kinetic 
enegy continuous in (1,10) MeVenegy continuous in (1,10) MeV

● Test data sample: 10k e + Test data sample: 10k e + 
events at each discrete energy events at each discrete energy 
pointspoints

● No TTS, no dark noiseNo TTS, no dark noise
● Vertex resolution: 5.6cm@1MeVVertex resolution: 5.6cm@1MeV
● Energy resolution: 2.88%Energy resolution: 2.88%

From: Yu Xu. Machine Learning methods for JUNO Experiment
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ML and theortical physicsML and theortical physics
● Pure quantum field Pure quantum field 

theorytheory
● Parton distribution Parton distribution 

functionfunction
● Statistical physics Statistical physics 

and phase and phase 
transitionstransitions
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Artificial intelligence Artificial intelligence 
vs vs 

Human brainHuman brain
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Pre-conclusionPre-conclusion
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ConclusionConclusion
● ML is a powerful tool for data analysis in physics.ML is a powerful tool for data analysis in physics.

– Especially for difficultly formalized tasks.Especially for difficultly formalized tasks.
● For the task of classifying events, deep learning gives a very good result in gamma-ray For the task of classifying events, deep learning gives a very good result in gamma-ray 

astronomy. astronomy. 
– Because of the strong suppression of proton events, neural networks are an important tool for Because of the strong suppression of proton events, neural networks are an important tool for 

extracting of signal events over background.extracting of signal events over background.
● In the problem of restoring the energy spectrum, CNN gives good results.In the problem of restoring the energy spectrum, CNN gives good results.

– Better result is achieved in the case of simultaneous use of data from several Cherenkov Better result is achieved in the case of simultaneous use of data from several Cherenkov 
telescopes. The results obtained in this mode are in good agreement with traditional methods telescopes. The results obtained in this mode are in good agreement with traditional methods 
based on the Hillas parameters.based on the Hillas parameters.

● Very good prospects for methods based on generative networks for event simulation as an Very good prospects for methods based on generative networks for event simulation as an 
alternative to Monte Carlo simulation.alternative to Monte Carlo simulation.
– These methods make it possible to speed up the process of modeling good quality events These methods make it possible to speed up the process of modeling good quality events 

with correct statistics hundreds and thousands of times.with correct statistics hundreds and thousands of times.
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VAEVAE
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VAEVAE
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